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Background: Cardiovascular disease is life-threatening yet preventable for patients with type 2 diabetes mellitus (T2DM). Because 
each patient with T2DM has a different risk of developing cardiovascular complications, the accurate stratification of cardiovascular 
risk is critical. In this study, we proposed cardiovascular risk engines based on machine-learning algorithms for newly diagnosed 
T2DM patients in Korea. 
Methods: To develop the machine-learning-based cardiovascular disease engines, we retrospectively analyzed 26,166 newly diag-
nosed T2DM patients who visited Seoul St. Mary’s Hospital between July 2009 and April 2019. To accurately measure diabetes-re-
lated cardiovascular events, we designed a buffer (1 year), an observation (1 year), and an outcome period (5 years). The entire data-
set was split into training and testing sets in an 8:2 ratio, and this procedure was repeated 100 times. The area under the receiver op-
erating characteristic curve (AUROC) was calculated by 10-fold cross-validation on the training dataset.
Results: The machine-learning-based risk engines (AUROC XGBoost=0.781±0.014 and AUROC gated recurrent unit [GRU]-ordi-
nary differential equation [ODE]-Bayes=0.812±0.016) outperformed the conventional regression-based model (AUROC=0.723± 
0.036). 
Conclusion: GRU-ODE-Bayes-based cardiovascular risk engine is highly accurate, easily applicable, and can provide valuable in-
formation for the individualized treatment of Korean patients with newly diagnosed T2DM.
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INTRODUCTION

Patients with type 2 diabetes mellitus (T2DM) are at an in-
creased risk of developing vascular complications [1,2]. Sus-
tained hyperglycemia, along with common concomitant T2DM 

medical conditions (obesity, hypertension, dyslipidemia, and 
smoking), exert deleterious effects on endothelial cells through-
out the body. Accordingly, patients with diabetes are prone to 
develop microvascular (retinopathy, nephropathy, and neuropa-
thy) and macrovascular (stroke, myocardial infarction, periph-
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eral artery disease, and aortic diseases) complications, signifi-
cantly increasing the disease-related burden. In particular, car-
diovascular complications are life-threatening and may result in 
life-long sequelae (neurologic symptoms after stroke and heart 
failure after myocardial infarction) even in those who survive. 
In the past few decades, remarkable advances have been made 
in radiologic intervention technologies and medications for 
managing patients with cardiovascular diseases [3]. These ad-
vancements have increased the average lifespan of T2DM pa-
tients. Paradoxically, as the number of T2DM patients increases, 
disease-related expenses substantially burden both the society 
and medical resources. More intensive and comprehensive ther-
apies (blood glucose, blood pressure, low-density lipoprotein 
cholesterol [LDL-C] control, and lifestyle modification) have 
been shown to prevent cardiovascular diseases in patients with 
T2DM [4-7]. Moreover, cumulative evidence supports the idea 
that individual diabetes patients are at different risks of develop-
ing vascular complications [8]. Therefore, accurately stratifying 
the risk of developing cardiovascular complications and indi-
vidualizing therapy in patients with T2DM early after diagnosis 
is important to efficiently utilize limited medical and socioeco-
nomic resources. 

Several risk engines (e.g., Framingham, UK Prospective Dia-
betes Study [UKPDS], and atherosclerotic cardiovascular dis-
ease [ASCVD]) have been devised to estimate the risk of devel-
oping cardiovascular complications in patients with T2DM [9-
11]. However, concerns regarding the accuracy of these models 
are constantly raised [12-17]. Moreover, these conventional risk 
engines were not originally designed to estimate cardiovascular 
complications in Asian patients with diabetes. As the risk of de-
veloping cardiovascular complications varies between ethnici-
ties, the accuracy of these engines may be significantly impaired 
when applied to Asian patients with T2DM [14]. Therefore, to 
estimate the risk of cardiovascular complications in Asian pa-
tients, developing an accurate risk engine based on the Asian 
population is critical for managing diabetes efficiently with lim-
ited medical resources.

Dealing with insufficient data to estimate sporadic medical 
events is the main challenge in developing accurate medical 
risk engines. In recent years, various machine-learning (ML) 
and deep learning methods have demonstrated greater strengths 
than conventional methods (e.g., logistic regression) in handling 
large-scale data. As the volume and availability of medical data 
increases, the ML-based methods are being widely utilized to 
predict medical events [18]. eXtreme Gradient Boosting (XG-
Boost) is a gradient-boosting decision tree-based ML algorithm 

that combines several weak decision trees to generate a strong 
predictive model [19,20]. XGBoost evaluates and weighs the 
learning errors of weak predictive models and sequentially re-
flects them in the next learning model [19]. This algorithm is 
rapid, scalable, and robust to several issues, including multicol-
linearity, and is increasingly used to analyze high-dimensional 
medical data that often includes closely correlated features. The 
gated recurrent unit (GRU)-ordinary differential equation (ODE)-
Bayes is a newly developed algorithm that integrates GRU-ODE 
and a Bayesian network [21]. The GRU-ODE-Bayes model was 
specifically designed to account for sporadic observations. Be-
cause the intervals between patient visits vary greatly and the 
clinical variables measured at visits tend to differ, sporadic obser-
vations are common in medical data and often cause problems  
in data processing and model selection [18]. Few attempts have 
been made to predict cardiovascular complications in patients 
with T2DM using ML algorithms [22-24]. In this study, we pres-
ent risk engines developed using the XGBoost- and GRU-ODE-
Bayes-based ML algorithm for predicting cardiovascular compli-
cations in Korean patients with T2DM.

METHODS

Population study
The present study is a retrospective cohort study based on an 
electronic medical record (EMR). The newly diagnosed T2DM 
patients who visited Seoul St. Mary’s Hospital between July 
2009 and April 2019 were enrolled in the study. The diagnosis  
of T2DM was confirmed by E11–14 (International Classifica-
tion of Diseases 10th Revision [ICD-10]) codes encoded in the 
EMR. Cardiovascular diseases covered in this exam were stroke/
transient ischemic attack (ICD-10 I60–66, I67.2, I67.8, I69, G45), 
coronary heart disease (ICD-10 I20–25), peripheral artery dis-
ease (ICD-10 I73), and aortic aneurysm (ICD-10 I70–72). Car-
diovascular complication development was measured by opera-
tional definition, which mandates the diagnosis of cardiovascu-
lar disease (defined by the ICD-10 code) and related procedures 
during the observational period (diagnosis only for stroke/tran-
sient ischemic attack). Cardiovascular disease-related proce-
dures included percutaneous coronary intervention, peripheral 
angiography, peripheral ballooning angioplasty, peripheral artery 
stent insertion, post-coronary bypass surgery angiography, and 
aortic intervention (endovascular aortic aneurysm and thoracic 
endovascular aortic repair).
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Baseline characteristics of the subjects
An ML algorithm-based risk engine was developed for predict-
ing macrovascular diseases in T2DM patients. For this study,  
patients newly diagnosed with T2DM, who visited Seoul St. 
Mary’s Hospital between July 2009 and April 2019, were en-
rolled. Patients less than 18 years old were excluded, and a total 
of 26,166 patients were recruited. Patients who visited only once 
or did not undergo a blood test (n=3,341) were also excluded. 
Furthermore, patients with a history of cardiovascular diseases 
or who presented with cardiovascular diseases at the first visit 
were excluded (n=4,565). A 1-year observation period and a 
1-year buffer period were included in the study to maximize the 
predictability of cardiovascular diseases and minimize non-dia-
betes-related cardiovascular events. Patients who developed car-
diovascular events during this period (n=1,356) were excluded. 
Out of the 5,040 patients, subjects whose follow-up period was 
less than 2 years (n=11,686) and those who did not undergo a 
blood test after the first visit (n=178) were excluded. Thus, the 
final sample for analysis included 5,040 patients, among which 

1,034 patients (20.5%) developed cardiovascular complications 
(Fig. 1). When baseline characteristics were compared, body 
mass index (BMI; 24.30±3.34 kg/cm2 vs. 24.55±3.74 kg/cm2), 
aspartate aminotransferase (AST; 24.96±13.48 U/L vs. 26.59±

25.13 U/L), alanine aminotransferases (ALT; 28.88±19.50 U/L 
vs. 31.63±34.01 U/L), and triglycerides (150.23±131.15 mg/
dL vs. 144.65±110.63 mg/dL) were comparable between pa-
tients who developed cardiovascular complications and those 
who did not develop cardiovascular complications (Table 1). 

Compared to patients without cardiovascular complications, 
those who developed cardiovascular complications were aged 
(over 60 years; 61.50% vs. 44.18%), had a higher proportion  
of females (50.87% vs. 43.66% male), systolic blood pressure 
(135.92±21.41 mm Hg vs. 129.29±18.43 mm Hg), diastolic 
blood pressure (79.60±11.39 mm Hg vs. 77.12±10.58 mm 
Hg), and hemoglobin A1C (HbA1c) levels (7.78%±1.80% vs. 
7.45%±1.79%). Patients who developed cardiovascular com-
plications had lower (78.13±27.62 mL/min/1.73 m2 vs. 84.22±

22.91 mL/min/1.73 m2) total cholesterol (169.42±43.76 mg/dL 

Fig. 1. Study scheme. The study enrolled 26,166 newly diagnosed type 2 diabetes mellitus (T2DM) patients. A total of 5,040 patients were 
analyzed to establish the model.
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vs. 175.51±42.30 mg/dL), high-density lipoprotein cholesterol 
(HDL-C; 44.39±11.76 mg/dL vs. 46.16±12.69 mg/dL), and 
LDL-C (94.56±33.10 mg/dL vs. 99.50±34.97 mg/dL) com-
pared to those with no cardiovascular complications (Table 1). 
For the study, 5,040 newly diagnosed T2DM patients were en-
rolled whose baseline characteristics were older, female domi-
nant, higher blood pressure and HbA1c, and a lower estimated 
glomerular filtration rate (eGFR) in the patients who developed 
cardiovascular complications compared to those without cardio-
vascular complications. 

Study design
The study was designed to cover three periods (Fig. 2). During 
the observation period, the input features from the baseline in-

formation were measured. Age, sex, medication history, height, 
weight, blood pressure, HbA1c, blood urea nitrogen (BUN), 
creatinine, AST, ALT, total cholesterol, triglycerides, HDL-C, 
and LDL-C were also measured. We included a buffer period to 
screen out non-diabetes-related cardiovascular events to mini-
mize the overestimation of cardiovascular events. The buffer 
period was followed by an observation period during which car-
diovascular complications could possibly occur. To allocate an 
appropriate duration for each period, we examined the area un-
der the receiver operating characteristic curve (AUROC) of the 
risk engines by changing the duration of each period in the data-
set. Based on these data, 1 year each was allocated for the ob-
servation and buffer periods, respectively, and 5 years for the 
outcome period.

Table 1. Baseline Characteristics of Subjects

Characteristic
Macrovascular complications Developed prediction model

Developed Not developed P value Training model Test model

Number 1,034 (20.5) 4,006 (79.5) 3,528 (70.0) 1,512 (30.0)

Age 59 (52–66) 59 (51–66)

   18–59 yr, % 38.5 55.82 51.9 51.8

   ≥60 yr, % 61.5 44.18 48.4 48.2

Male sex 43.7 50.87 46.9 47.0

Height, cm 162.7±8.9 162.20±9.08 0.388 162 (155–170) 163.0 (156.0–169.0)

Weight, kg 64.6±11.6 64.89±12.80 <0.050 63 (56–72) 63.0 (56.0–71.0)

BMI, kg/m2 24.3±3.3 24.55±3.74 0.215 24.1 (22.1–26.2) 24.0 (22.0–26.2)

SBP, mm Hg 136±21 129±18 <0.050 130 (120–140) 130 (120–140)

DBP, mm Hg 80±11 77±11 <0.050 80 (70–82) 79 (70–82)

HbA1c, % 7.8±1.8 7.5±1.8 <0.050 6.9 (6.3–7.8) 6.8 (6.3–7.8)

BUN, mg/dL 19.6±13.4 17.0±7.1 <0.050 15.5 (12.7–19.3) 15.8 (12.9–19.2)

Creatinine, mg/dL 1.1±1.2 0.9±0.6 <0.050 0.8 (0.7–1.0) 0.8 (0.7–1.0)

GFR, mL/min/1.73 m2 78.1±27.6 84.2±22.9 <0.050 84.3 (71.0–97.5) 83.77 (69.8–96.4)

AST, U/L 25±14 27±25 0.116 22 (18–28) 22 (18–27)

ALT, U/L 29±20 32±34 0.058 24 (17–35) 23.0 (17–34)

Total cholesterol, mg/dL 169±44 176±42 <0.050 168.0 (144.0–195.0) 168 (144–196)

Triglyceride, mg/dL 150±132 145±111 0.457 119.0 (80.0–175.0) 118 (80–167)

HDL-C, mg/dL 44±12 46±13 <0.050 45.0 (38.0–53.0) 45 (39–53)

LDL-C, mg/dL 95±33 100±35 <0.050 93.0 (73.0–116.0) 92 (73–116)

CV complications, % - - 20.4 19.4

Values are expressed as number (%) or mean±standard deviation unless otherwise indicated. Student’s t test was used for statistical analysis, and a 
P<0.05 was regarded as statistically significant. The baseline characteristics of patients who developed macrovascular complications and those who did 
not develop macrovascular complications were compared (2nd–4th column). The data were expressed after the missing values (Supplemental Table S1) 
were discarded. The patient data for training and testing were distributed in a 7:3 ratio with comparable baseline characteristics (5th–6th columns). 
BMI, body mass index; SBP, systolic blood pressure; DBP, diastolic blood pressure; HbA1c, hemoglobin A1C; BUN, blood urea nitrogen; GFR, glomer-
ular filtration rate; AST, aspartate aminotransferase; ALT, alanine aminotransferase; HDL-C, high-density lipoprotein cholesterol; LDL-C, low-density 
lipoprotein cholesterol; CV, cardiovascular. 
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XGBoost/GRU-ODE-Bayes-based ML analysis
The target outcome for both the models was defined as a binary 
variable indicating the occurrence of macrovascular complica-
tions during the outcome period. We examined 72 hyperparam-
eter sets for GRU-ODE-Bayes and XGBoost analyses. The pro-
vided data were randomly split into training and testing sets in 
an 8:2 ratio and repeated for 100 times. We performed a 10-fold 
cross-validation on the training dataset to compute the mean 
and standard deviations of AUROC and areas under the preci-
sion-recall curve (AUPRC). Considering that models with high 
AUROC also exhibited good AUPRC performance, the hyper-
parameter set that yielded the highest average AUROC for 
GRU-ODE-Bayes and XGBoost was selected as the final set 
(Supplemental Materials S1, S2). Using the previously selected 
optimal hyperparameter set, we trained the GRU-ODE-Baye-s 
and XGBoost-based models with the training dataset and evalu-
ated their performance using the test set. To assess the efficacy 
and robustness of the model, AUROC, AUPRC, positive predic-
tive value (PPV), negative predictive value (NPV), sensitivity, 
specificity, F1 score, and accuracy were measured. We set the 
threshold for PPV, NPV, sensitivity, specificity, F1 score, and 
accuracy at 0.5.

XGBoost
The XGBoost model was trained using the official XGBoost bi-
nary package version 1.5.0. Hyperparameters of XGBoost, such 
as the learning rate, number of trees, maximum tree depth, L2 

regularization term, minimum split loss, subsample ratio of re-
cords, and columns, were optimized by the grid search method. 
The final XGBoost model was trained with the following hyper-
paremeters: learning rate=0.03; number of trees=100; maxi-
mum tree depth=3; L2 regularization term=0.01; subsample ra-
tio of records=0.8; and subsample ratio of columns (for each 
tree)=0.6.

GRU-ODE-Bayes
In the GRU-ODE-Bayes model, variables that dynamically 
change over the observation period (laboratory values and medi-
cation information, including HbA1c, BUN, creatinine, AST, 
ALT, eGFR, total cholesterol, triglyceride, HDL-C, LDL-C, pre-
scribing sulfonylurea, metformin, sulfonylurea/metformin com-
bination, meglitinide, alpha-glucosidase inhibitor/metformin 
combination, thiazolidindione, dipeptidyl peptidase-4 inhibitors, 
metformin/dipeptidyl peptidase-4 inhibitor combination sodium 
glucose transporter 2 inhibitors, insulin, lixisenatide, exenatide, 
dulaglutide, statins, angiotensin-converting enzyme inhibitors, 
angiotensin receptor blockers, calcium channel blockers, and 
angiotensin receptor blocker compounds) were treated as input 
variables, whereas a set of baseline demographic/clinical vari-
ables (including age, sex, height, weight, BMI, systolic blood 
pressure, diastolic blood pressure, HbA1c, BUN, creatinine, 
AST, ALT, eGFR, total cholesterol, triglycerides, HDL-C, and 
LDL-C), which were assumed to remain stable over time, were 
included as static covariate to determine the initial hidden state 

Fig. 2. Study design. To minimize non-diabetes-related cardiovascular events and maximize the accuracy of the model, observation (1 year), 
buffer (1 year), and outcome (5 years) periods were included in the study design. Variables for the model were acquired during the observa-
tion period and cardiovascular events were measured during the outcome period. Cardiovascular events that developed during the buffer pe-
riod were excluded. BMI, body mass index.

Patient 1
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Observation (1 yr)  Buffer (1 yr) Outcome (5 yr)

Patient timeline

Development of macrovascular complications
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of the model. In addition to the dynamic input variables, a corre-
sponding observation mask was created to indicate the observed/
missing values (Supplemental Table S1) and fed into the model. 
Missing static covariates values were replaced with the respec-
tive feature-wise median values.

The official PyTorch repository for GRU-ODE-Bayes was 
adapted for the current dataset. The final GRU-ODE-Bayes mod-
el was trained using the following settings and hyperparameters: 
solver=Dopri5; epochs=100 (early stopping if the loss does not 
decrease below 0.001); optimizer=Adam; learning rate=0.001; 
hidden siz=100; no dropouts, lambda (weighting between classi-
fication and mean squared error loss)=0.0001 (more weight on 
mean squared error loss); delta t (time step)=0.1; and T (total 
time)=100.

Statistical analysis
The baseline characteristics of patients in the groups that devel-
oped and did not develop cardiovascular events were compared 
using the Student’s t test. A receiver operating characteristic 
curve was drawn, and the AUROC was measured to assess the 
validity of the models. The accuracy of the models was com-
pared using non-parametric analysis [25]. Multivariate logistic 
regression analysis was used to develop a conventional risk en-
gine, which was compared to ML-based risk engines. A P<0.05 
was considered statistically significant. Machine learning models 
were developed in Python version 3.10.4, and Pytorch version 
1.12.1, XGBoost version 1.7.0, and Scikit-learn version 1.1.2 
packages were used. For GRU-ODE-Bayes, we used the code 
from the Github repository (https://github.com/edebrouwer/gru_
ode_bayes). All statistical analyses were performed using the R 
software version 4.2.0 (R Foundation for Statistical Computing, 
Vienna, Austria). 

Data protection and privacy
The data were stored as encrypted files on a password-secured 
computer and were accessible only to the principal investigator. 

All the data were anonymized and did not contain personally 
identifiable information [26]. Subsequently, the data were 
passed on to analysts or model developers. Because this was a 
retrospective analysis, the participants were not at risk of physi-
cal or mental harm; therefore, consent was not required. This 
study was approved by the Institutional Review Board of Seoul 
St. Mary’s Hospital, Catholic University of Korea (KC20RI-
SI0844).

RESULTS

XGBoost-/GRU-ODE-Bayes-based ML algorithm predict 
the cardiovascular complications in patients with T2DM
The purpose of this study was to predict the risk of macrovascu-
lar diseases in newly diagnosed patients with T2DM using read-
ily obtainable patient medical data (such as height, weight, sys-
tolic/diastolic blood pressures, and blood test results from sepa-
rate visits) through the implementation of an ML algorithm. To 
maximize the accuracy of the risk engine, we designed a 1-year 
observation period that collected patients’ information during 
hospital visit and over a buffer period of 1 year to minimize 
non-T2DM-related cardiovascular events. During the next 5 
years of the observation period, the development of cardiovas-
cular events was measured. The input data and development of 
cardiovascular events were respectively applied for training by 
the XGBoost- and GRU-ODE-Bayes-based ML algorithms. We 
also performed logistic regression analysis with the current da-
taset to compare the accuracy of ML-based risk engine with that 
of conventional methods.

The AUROC of the GRU-ODE-Bayes- and XGBoost-based 
engines was 0.812±0.016 and 0.781±0.014, respectively (Ta-
ble 2, Fig. 3), while that of the conventional logistic regression 
analysis-based risk engine was 0.723±0.036. The AUROC of 
GRU-ODE-Bayes showed a statistically significant difference 
compared to that of XGBoost (P=0.013) and logistic regression 
(P<0.001) (Table 3). The ML-based cardiovascular risk engines 

Table 2. The Performance of XGBoost/GRU-ODE-Bayes-Based Machine-Learning Algorithm for Predicting the Cardiovascular Com-
plications in Patients with Type 2 Diabetes Mellitus 

AUROC AUPRC PPV NPV Sensitivity Specificity F1 Accuracy

GRU-ODE-Bayes 0.812±0.016 0.607±0.033 0.889±0.041 0.868±0.004 0.251±0.027 0.994±0.003 0.39±0.033 0.869±0.005

XGBoost 0.78±0.014 0.569±0.029 0.842±0.065 0.851±0.006 0.233±0.036 0.993±0.004 0.364±0.047 0.85±0.008

Values are expressed as mean±standard deviation.
XGBoost, eXtreme Gradient Boosting; GRU, gated recurrent unit; ODE, ordinary differential equation; AUROC, area under the receiver operating char-
acteristic curve; AUPRC, area under the precision-recall curve; PPV, positive predictive value; NPV, negative predictive value.

https://github.com/edebrouwer/gru_ode_bayes
https://github.com/edebrouwer/gru_ode_bayes
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predicted cardiovascular events in newly diagnosed T2DM pa-
tients with high accuracy. The accuracy of these ML-based risk 
engines was superior to that of conventional logistic regression 
methods, and the GRU-ODE-Bayes-based engines exhibited 
the best performance.

DISCUSSION

Patients with T2DM are at different risks of developing cardio-
vascular complications that are life-threatening but preventable 
when managed appropriately [4-7]. A precise cardiovascular risk 
engine can enable individualized therapy to prevent cardiovas-
cular complications in T2DM patients. In this study, we devel-
oped a highly functional cardiovascular risk engine using XG-
Boost- and GRU-ODE-Bayes-based ML algorithms for newly 
diagnosed T2DM patients. These engines estimated the risk of 
developing cardiovascular complications with high accuracy 
(AUROC of GRU-ODE-Bayes and XGBoost was 0.812±0.016 
and 0.781±0.014, respectively) and were superior to the con-
ventional logistic regression method (AUROC=0.723±0.036). 

Previous studies attempted to estimate the risk of cardiovascu-
lar disease in patients with T2DM [9-11]. However, questions 
regarding the accuracy of these models are constantly raised [12-
17]. The Framingham risk engine underestimates the risk of car-
diovascular disease in patients with diabetes [12,16], while the 
UKPDS engine overestimates the risk [13-15]. The most recent-
ly developed ASCVD risk engines also overestimate the risk of 
cardiovascular disease [17]. Recent advancements in ML algo-
rithms have provided researchers with powerful tools for devel-
oping more accurate cardiovascular risk engines. Longato et al. 
[23] developed an recurrent neural network-based cardiovascu-
lar risk engine. This model was developed based on 214,676 
 patients with diabetes, including those with cardiovascular dis-
ease, to estimate the 4-point major adverse cardiovascular events 
(death, heart failure, infarction, and stroke) [23]. The model was 
developed for administrative purposes, and the AUROC ranged 
from 0.792 to 0.812 [23]. Ravaut et al. [24] demonstrated an ad-
verse outcome (including micro and macrovascular complica-
tions) prediction model for patients with diabetes. This model 
was based on 1,029,366 patients from Ontario, Canada, to pre-
dict the three-year risk of adverse outcomes [24]. The model 
was developed for administrative purposes, and the AUROC 
ranged from 0.794 to 0.796 for cardiovascular disease and 0.689 
to 0.692 for amputation [24]; the researchers adopted XGBoost, 
which was superior to GRU-D or logistic regression (AUROC=  
0.725 to 0.786) [24]. Alaa et al. [22] proposed a ML-based car-
diovascular disease risk prediction model for the general popula-
tion of United Kingdom. This model was developed based on 
423,604 individuals from the general population without cardio-
vascular disease as the baseline [22]. AutoPrognosis, which pro-
vides the best ML algorithm for analysis, was used for the mod-
el. The AutoPrognosis framework includes XGBoost but not 
GRU-ODE-Bayes [22]. The AUROC of this model reached 

Table 3. Comparison of AUROCs of Models

GRU-ODE-
Bayes XGBoost Logistic 

regression

GRU-ODE-Bayes - 0.013 <0.001

XGBoost 0.013 - <0.001

Logistic regression <0.001 <0.001 -

The AUROC of each macrovascular risk engine was compared by 
paired t test. All P values were calculated by paired t test for the results 
of 100 replicates.
AUROC, area under the receiver operating characteristic curve; GRU, 
gated recurrent unit; ODE, ordinary differential equation; XGBoost, 
eXtreme Gradient Boosting.

Fig. 3. The eXtreme Gradient Boosting (XGBoost)/gated recurrent 
unit (GRU)-ordinary differential equation (ODE)-Bayes-based ma-
chine-learning algorithm predicts cardiovascular complications in 
patients with type 2 diabetes mellitus. A receiver operating charac-
teristic curve was drawn based on the machine-learning algorithms 
(GRU-ODE-Bayes [blue] and XGBoost [red]). The area under the 
receiver operating characteristic curve (AUROC) was measured 
(right bottom). The ±1 standard deviation was indicated as grey 
area in the curve. ROC, receiver operating characteristic.
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0.774, whereas that of the conventional regression model reached 
0.758 [22].

The purpose of this study was to develop a cardiovascular 
complication risk engine that can provide physicians with accu-
rate information on cardiovascular risks in newly diagnosed 
T2DM patients in a routine clinical setting. From this perspec-
tive, our model has several advantages over those reported pre-
viously. First, our study was based solely on patients with newly 
diagnosed T2DM without a history of cardiovascular disease. 
Previous studies were based on the general population or on di-
abetes patients with or without a cardiovascular history [22-24]. 
Second, our data are based on real-world clinical EMR data, 
whereas previous studies were mostly based on health adminis-
trative data developed for public healthcare purposes. Third,  
our study was thoroughly designed for the Korean population, 
whereas the previous risk engine researchers underrepresented 
the Asian population in their studies, which would substantially 
affect the accuracy of prediction in clinical applications [22-24]. 
Fourth, to maximize the quality of data and accuracy of the 
model, we designed a buffer period and excluded patients who 
developed cardiovascular events during the buffer and observa-
tion periods. A similar study scheme was demonstrated for an 
engine developed by Ravaut et al. [24] but not in others. The 
risk engine developed by Ravaut et al. [24] adopted 2 years of 
observation and a 3-year buffer period. Finally, our models esti-
mate the risk of cardiovascular events in T2DM patients with 
high accuracy. The accuracy of this model (AUROC of GRU-
ODE-Bayes and XGBoost was 0.812±0.016 and 0.781±0.014, 
respectively) was comparable to that of the Italian model (AU-
ROC=0.792 to 0.812) and superior to that of the Canadian mod-
el (AUROC=0.794 to 0.796 for cardiovascular disease and 
0.689 to 0.692 for amputation) and United Kingdom model 
(AUROC=0.774). Importantly, some of these models adopted 
the XGBoost ML algorithm but not GRU-ODE-Bayes. To our 
knowledge, this is the first cardiovascular complication risk 
stratification model to utilize the GRU-ODE-Bayes algorithm. 
Because GRU-ODE-Bayes outperformed XGBoost in estimat-
ing cardiovascular events on our data, we believe that this re-
search will encourage other researchers to adopt the GRU-ODE-
Bayes algorithm to estimate other medical events. Previous 
studies have consistently demonstrated the superiority of ML-
based algorithms over conventional regression models. In agree-
ment with these previous observations, our study shows the su-
periority of ML algorithms (AUROC of GRU-ODE-Bayes and 
XGBoost was 0.812±0.016 and 0.781±0.014, respectively) 
over conventional regression models (AUROC=0.723±0.036) 

in predicting cardiovascular complications [22-24]. Despite 
these advantages, this study has certain limitations. First, this 
was a single-center retrospective analysis of a relatively small 
number of patients. However, as this was a well-refined, rela-
tively well-controlled dataset, we speculate that the quality of the 
data partly compensates for the low quantity [26]. Owing to the 
retrospective nature of the study, the possibility remains that fac-
tors (e.g., smoking), which can potentially influence cardiovas-
cular complications [27-29], were omitted despite our best effort 
to incorporate maximum number of risk factors. Second, we 
were unable to include the cardiovascular events that occurred 
outside the hospital. The definition of a cardiovascular event in 
our study requires a diagnosis of cardiovascular disease and re-
lated procedures during the observational period. Consequently, 
events that occurred outside the hospital were not considered. 
This oversight may have led to an underestimation of the actual 
number of cardiovascular events. Future studies based on larger 
numbers of patients in multiple centers from other populations in 
Asia will increase the applicability and accuracy of the model. 
Organ-oriented risk engines (such as brain, heart, aorta, and pe-
ripheral vessels) or engines that stratify the risk of other diabetes-
related medical issues (such as hypoglycemia and microvascular 
complications) should be studied in the future. 

In summary, we developed a cardiovascular risk stratification 
model using an ML algorithm for patients with newly diagnosed 
T2DM. Our data suggest that ML-based algorithms, particularly 
GRU-ODE-Bayes, can predict cardiovascular events more ac-
curately than conventional logistic regression-based methods. 
The GRU-ODE-Bayes-based model is highly accurate and easi-
ly applicable because it only requires variables that are readily 
obtained in routine clinical care settings. Future real-world vali-
dation of this model by measuring the occurrence of cardiovas-
cular events and the long-term effect of individualized therapy 
based on the GRU-ODE-Bayes-based engine will confirm the 
value of this study. 
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